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Outline

— LLMs as 3bPrnters Mold Makers

— LLMs as MoldMakers tor Al Planning
— LLM tor search code generation
— LLM for NL2PDDL

— Benchmarking and Evaluations
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Mold Makers vs 3D Printers

Use cases?
- &3 Make a mold once and replicate fast, is

consistent, and scalable

- == Costly and slow, used for bespoke, unigue

objects

zzzzzzzzzzzzzzzzz



LLMs as 3D Printers

Generate each plece Trom scratch

* Engineer Every Response
—3>{ Time and token costs

—& Inconsistent format, tone, and logic

— €8 Redundant efforts

UoSC, Sept 26th 2025



LLMs as Mold Makers

Build Once, Use Many Times

Use the LLM to:

* C(Create reusable templates, Trameworks, or data
structures
* (@Generate code, logic tlows, or prompts as "'molds’

Benents:

— 2> Faster inference
—$ Lower costs
— I? Consistency and reliability i@

UoSC, Sept 26th 2025
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What Is
AI Planning?

P

&

G

Al Planning is a sub-field of Al
that explores autonomous techniques to solve
planning problems.

zzzzzzzzzzzzzzzzz



What is a
Planning Problem?

|4
Given the tollowing description
e an Initial state
* agoal (or objective)

e asetofractions that transtorm the state
devise a sequence ot action that achieves the goal

zzzzzzzzzzzzzzzzz



| LMs as Planners

N
LLMs as 3D Printers



COT:

Reasoning Abilities

UoSC, Sept 26th 2025

Standard Prompting

T

~

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

J

A: The answer is 27. I

Chain-of-Thought Prompting

ot ~

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have?

J

-
—'

answeflss v

Wel et al NeurIPS 2022



ReACt:
Reasoning and Tool Use/Acting

. (1) Hotspot QA | W (1d) ReAct (Reason + Act) N

Question: Aside from the Apple Remote, what other device Thought 1: I need to search Apple Remote and find the
program it was originally designed to interact with.

Act 1: Search|[Apple Remote]
Obs 1: The Apple Remote is a remote control intreduced in

can contrel the program Apple Remote was originally
designed to interact with?

- »
October 2005 by Apple .. originally designed to control the
(la) Standard - | (lc) Act-only | program ..

Answer: iPod )( Act 1: Search[Apple Remote) Thought 2: Apple Remote was originally designed te control
Obs 1: The Apple Remote i3 a the Front Row media center program. I need to search Eront
remote control . - next and find what other device can control it.

/1 (1b) CoT (Reason Only) Act 2: Search|Front Row]
Obs 2: Could not find [(Front Row). Similar: ['Front Row

Thought: Let's think st .

i i o Act 2: Search(Front Row]) Seat to Earth', 'Front Row Motorsports',' _
by step. _ Obs 2: Could neot find (Front _.' )

Row). Similar: _.
Thought 3: Front Roew is net found. I need toe search -

Act 3: Search(FEONEIROW —_
—] Act 3: Search| ]

Obs 3: Front Row is a discontinued media center software ..
TOUEhY sc the answer is Obs 3: Front Row is a
iPhone, 1Pad, and 1Pecd discontinued media center Thouaght 4:
Touch. saftware _ So the answer is

keyboard function keys.

Act 4 Fihi&h(-] x Act 4: Finish| ] J/
v L

Answer: iPhone, iPad, iPod
\Touch x .

Yao et al ICLR 2023
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Tree of Thoughts:
Searcnh

| i Y Majonty vote

(a) Input-Output (c) Chain of Thought (c) Self Consistency
Prompting (I0)  Prompting (CoT) with CoT (CoT-SC)

(d) Tree of Thoughts (ToT)

Yao et al NeurIPS 2023
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Game ot 24

Input: 4910 13 i i i . ]
- - - (a) Propose Prompt Thought Generation
: A : -’ {one example} g h 4+9=13(left: 1013 13)
ST 0007 - === Input: 4910 13 IM »| 10-4=6left: 6913)
10-4=6 4+9=13 . , |
...... oo :— (e 1037) : Possible next steps: 8 ) {..more lines...}
13-6=7 13-9=4 \ | (b) Value Prompt ) Thought Evaluation
(left:79) left: 4 6) Evaluate if given numbers can 4 A - (13-10)*13=3*13 =39 /
A reach 24 (sure/likely/impossible) ) .
1014:10 + 14 = 24. sure IM > 10+13T13-3.6Therelsr.10way
4+6=10 4*6=2{1 ...... {more examples} C y to obtain 24 with these big
(left:10} (left: 24) 101313 numbers. impossible

Yao et al NeurIPS 2023
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# Calls:

1

Chain-Of-Thoughts ReﬂeXK)n

o rae

zzzzzzzzzzzzzzzzz

Grapl

0 ReWOQOOT

Tree-of-thoughts

N-of-t

thoug

nts

Reasoning-via-Planning L AT S

and many more...



- No guarantees of soundness

o solution generated may or may not work
- No guarantees of completeness

o can miss correct solutions
- No efticiency considerations

o extremely high # LM Evaluation

o tackle one problem at a time

o worse !l Generate one action at a time

UoSC, Sept 26th 2025



They abandon soundness and completeness for the
sake of inefficiency !
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Game ot 24

Input: 4910 13 i i i . ]
- - - (a) Propose Prompt Thought Generation
: A : -’ {one example} g h 4+9=13(left: 1013 13)
ST 0007 - === Input: 4910 13 IM »| 10-4=6left: 6913)
10-4=6 4+9=13 . , |
...... oo :— (e 1037) : Possible next steps: 8 ) {..more lines...}
13-6=7 13-9=4 \ | (b) Value Prompt ) Thought Evaluation
(left:79) left: 4 6) Evaluate if given numbers can 4 A - (13-10)*13=3*13 =39 /
A reach 24 (sure/likely/impossible) ) .
1014:10 + 14 = 24. sure IM > 10+13T13-3.6Therelsr.10way
4+6=10 4*6=2{1 ...... {more examples} C y to obtain 24 with these big
(left:10} (left: 24) 101313 numbers. impossible

Yao et al NeurIPS 2023
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User: The 24 Game is a mathematical card game in which the objective is to find a way to
manipulate four integers so that the end result is 24. The game is played with a list of four numbers,
and the player must use all four numbers exactly once, using any combination of addition,
subtraction, multiplication, or division, to arrive at the number 24. If a state is defined by a list of
numbers (4 or less), how are successor states defined? Provide only the python code that returns a
list of successor states for a state.

ChatGPT

Katz et al NeurIPS 2024
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Below is the Python code that defines how to generate the successor states for a given state
in the 24 Game. A state in the 24 Game is a list of numbers. The successor states are
generated by taking two numbers from the state, applying an operation (addition,
subtraction, multiplication, or division if the divisor isn’t zero), and then forming a new list
with the result and the remaining unused numbers.

import itertools

def generate successor_states(state):
successors = []
n = len(state)
for (i, J) in itertools.combinations(range(n), 2):

a, b = state]i], state[j]
remaining = [state[k] for k in range(n) if k I=1and k I=|]

# Generate all possible new states
successors.append(remaining + [a + b]) ChatGPT
successors.append(remaining + [a * Db])
if a > b:

successors.append(remaining + [a - b])
else:

successors.append(remaining + [b - a])
if b 1= 0:

successors.append(remaining + [a / b])
if a!=0:

oSG, Sent 26th 2025 successors.append(remaining + [b / a])
return successors




User: The 24 Game is a mathematical card game in which the objective is to find a way to manipulate four integers so that the end result is
24. The game is played with a list of four numbers, and the player must use all four numbers exactly once, using any combination of addition,
subtraction, multiplication, or division, to arrive at the number 24. If a state is defined by a list of numbers (4 or less), how are successor states
defined? Provide only the python code that returns a list of successor states for a state.

ChatGPT: Below is the Python code that defines how to generate the successor states for a given state in the 24 Game. A state in the 24 Game
1s a list of numbers. The successor states are generated by taking two numbers from the state, applying an operation (addition, subtraction,
multiplication, or division if the divisor isn’t zero), and then forming a new list with the result and the remaining unused numbers.

import itertools

def generate_successor_states(state):
successors = []
n = len(state)
for (i, j) in itertools.combinations(range(n), 2):
a, b = state[i], statel[j]
remaining = [state[k] for k in range(n) if k != i and k != j]

# Generate all possible new states
successors.append(remaining + [a + b])
successors.append(remaining + [a * b])

if a > b:

successors.append(remaining + [a - b])
else:

successors.append(remaining + [b - al)
if b !'= 0:

successors.append(remaining + [a / b]l)
if a !'= 0:

successors.append(remaining + [b / al)
return successors

This function takes a state (a list of numbers), iterates over all pairs of numbers, applies the operations to these pairs, and then forms new lists
with the result of the operation and the other numbers that were not used in the operation. This ensures that each successor state is a valid step
towards finding a solution to reach 24, using all four numbers exactly once along with any of the allowed operations.

User: Provide only the python code that tests whether a state is a goal state.

ChatGPT: Here’s the Python code that tests whether a given state is a goal state in the 24 Game. A goal state is achieved if the list contains
exactly one number, and that number is 24.

def is_goal_state(state):
return len(state) == 1 and state[0] == 24

UoSC, Sept 26th 2025 This function checks if the length of the state list is 1 and whether the sole element in the list is the number 24.



Thought of Search

- Human can verity the code
- Plug 1t In to any search algorithm
o guaranteed correct solution
- Efficient
o Forgame ot 24, all 1362 games in < 2 sec
o 1.2 queries to LLM on average tor sound successor
function



Experiments

24Game Crossword BlocksWorld PrOntoQA
Approach | Complexity | States Calls | States Calls | States Calls | States  Calls
I0 O(D) 0.02% 1362 | 4e-9% 20| 0.5% 502 4% 4000
CoT O(D) 0.02% 1362 | 4e-9% 201 0.5% 502 4% 4000
ReAct O(LD) 0.07% 4086 | 4e-8% 200 | 7.8% 8032 | 24.6% 24K
ReWOO O(LD) 0.07% 4086 | 4e-8% 200 | 7.8% 8032 | 24.6% 24K
RAP O(TbLD) 3.3% 245K | 2e-6% 12K | 388% 482K | 1229% 1.44M
ToT O(bmLD) 1.6% 102K | 1e-6% SK'| 194% 201K | 615% 600K
GoT O(bLD) 0.3% 20K | 2e-7% 1K 39% 40K | 122% 120K
Reflection | O(LTD) 0.7% 68K | 4e-7T% 24K |77.6% 90K | 245% 320K
LATS O(TbLD) 3.3% 286K | 2e-6% 14K | 388% 562K | 1229% 1.68M
ToS (ours) | O(1) 27.0% 2.2 | 3e-4% 3.8 | 125% 38| 175% 2.6

Table 1: Comparison of various approaches on evaluated tasks. The number of tasks i1s D, the length
bound of the search/rollout/plan is L, number of rollouts 1s 7°, beam size 1s m, and branching bound
is b. The summed number of states over the D tasks and the projected number of LLM evaluations

are given per approach and problem. .
100% instances solved

UoSC, Sept 26th 2025



Thought of Search

SUCCessor
function

Problem O
Description 2 @ _{ @ —

and Instructions

Goal
function

Katz et al NeurIPS 2024
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Auto
Thought of Search

Successor
function
Problem
Description — LLM —{
and Instructions
Goal
function

UoSC, Sept 26th 2025

—>

Successor
Completeness
Test

1

Successor
Soundness
Test

|

Goal
Soundness

Test

Unit Test
Cases ++

Caoetal 2025




Unit Test

Goal states: (4] Non-goal states: 0, (31, [24, 11, [1, 6, 4], [1, 1, 4, 6]
Successors: [[1: 11 1) 8]1 [[0°1251 11 1]1 [1: 1: 9]1 [11 1: 8]1 [ol 1, 8]) [11 2: 8]: [1) 1) 7]1 ['7: 11 1]]]
[[6, 6, 6, 6], [[1.0, 6, 6], [6, 6, 12], [0, 6, 6], [6, 6, 36]]]

validate _transition_complex| -
len{s) - len{t) != 1:
Partial feedback = search.pprint("Invalid
one Less than the parent.")
SoundneSS feedback search.pprint("Le

teSt: uncilion proauceda -

. ' ! 4 '
‘.: Y AU . . - ! )

feedback

ction si1anature.')

, Teedback

UoSC, Sept 26th 2025 Game of 24



Feedback

Listing 1: 24 Game example feedback.

The goal test function failed on the following input state [24, 1], incorrectly
reporting it as a goal state. First think step by step what it means for a state to
be a goal state in this domain. Then think through in words why the goal test
function incorrectly reported input state: [24, 1] as a goal state. Now, revise the
goal test function and ensure it returns false for the input state. Remember how
you fixed the previous mistakes, if any. Keep the same function signature.

Invalid transformation: length mismatch - the length of a successor must be
one less than the parent. Let’s think step by step. First think through in words
why the successor function produced a successor that had a length that was not
exactly one less than the parent. Then provide the complete Python code for the
revised successor function that ensures the length of a successor is exactly one
less than the parent. Remember how you fixed the previous mistakes, if any.
Keep the same function signature.

Input state: [1, 1, 4, 6] Example wrong successor state: [6, 5]

Successor function when run on the state [1, 1, 4, 6] failed to produce all suc-
cessors. Missing successors are: [[1, 4, 7], [-5, 1, 4], [1, 1, 2], [1, 5, 6], [0.25,
1, 6], [-3, 1, 6], [0.16666666666666666, 1, 4], 1, 3, 6], [1, 4, 5], [1, 1, 1.5]]

First think step by step why the successor function failed to produce all succes-

sors of the state. Then, fix the successor function. Remember how you fixed the

previous mistakes, if any. Keep the same function signature.

UoSC, Sept 26th 2025



Experiments

24 Game PrOntoQA Sokoban Crossword BlocksWorld

GPT-40-mini 8.8 4.8 6.4 9.6 10.0
Z GPT-40 34 26 22 58 2.0
>, Llama3.1-405b 3.4 2.0 2.6 4.0 3.2
& Llama3.1-70b 7.4 2.0 8.2 6.2 5.8
DeepSeek-CoderV2 4.4 2.0 2.8 6.6 4.2
ToS GPT-4 2.2 2.6 NA 3.8 3.8

Table 1: The average number of calls to the language model
per domain.

- !
—— ——
5 —— — B successor soun dness —
B successor com pleteness
Llama 3.1
2058 B — [
— — | -
GPT-4 O
vini E—— I— I—
—— — 0 —
GPT-de g 1 O 0
= —
DeepSeek
Coderv2 S 0
= i

4 2 3 2 3 4 5 0 1 2 3 4 5
24 Game BlocksWorld Crossword PrOntoQA Sokoban

(9
o
=
IS
(9]
o
[

Figure 3: Average number of feedback calls for goal soundness, successor soundness, and successor completeness.

Katz et al NeurIPS 2024
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Outline

— LLMs as 3bPrnters Mold Makers

— LLMs as MoldMakers tor Al Planning
— LLM tor search code generation
— LLM for NL2PDDL

— Benchmarking and Evaluations
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What is a
Planning Problem?

|4
Given the tollowing description
e an Initial state
* agoal (or objective)

e asetofractions that transtorm the state
devise a sequence ot action that achieves the goal

zzzzzzzzzzzzzzzzz



What is a
Planning Problem?

zzzzzzzzzzzzzzzzz

Formally,

A classical planning problem includes

a finite and discrete state space S

a known Initial state sy, € S

asetS, © Sof goal states

a set or actions A

a deterministic transition runction s’

= f(s,a)



PDDL
DeTini

— Planning Domain
tion Language

(define (domain grid)
(:requirements :strips)
(:types place - object)
(:predicates (adj ?x ?y)

(at-robot ?x))

(:action move

‘parameters (?from — place ?to — place)
precondition (and (at-robot ?from)

(adj ?from ?to))
effect (and (at-robot ?to)
(not (at-robot ?from)))

UoSC, Sept 26th 2025

(define (problem small)
(:domain grid)
(:objects node0-0 node0-1 ...)
(:init (at-robot nodel-1)
(adj node0-0 node0-1) ...)
(:goal (at-robot node3-4))

)




Why PDDL?

Formal Analysis

Standardization:
Common language for International Planning Competition (I

* Clarity and Precision:

Important for soundness

* Tool Compatibility:

UoSC, Sept 26th 2025

Allows domain-independent planning systems

b()



LLM+P

UoSC, Sept 26th 2025

Module Generated Text Provided Text Context
4 )
Problem (P) - Problem (P)
> - Plan
Domain — T M Domain
\_ J
LIL.M-As-Planner
Context  Ex. P & Ex. PDDL Domain PDDL
Problem (P) —» % —> CE)D
LLM Planner
Problem PDDL PDDL Plan

Ex. P & Ex. Sol
\ /

> - Plan

n

LILM

LILM-As-Planner (In-context Learning)

LLM + P (In-context Learning)

> — Plan

LILM

Liuetal 2023



LLM-DM

Prompt

* User command

* Natural-language
description of available
actions or skills

* Description of the domain

* Environment observation

!

Pre-trained LLMs

Environment
feedback

&
Human

feedback

Using LLMs Directly as Planners

UoSC, Sept 26th 2025

Step 1. PDDL
Construction

Step 2.
Human
Correction

Step 3.
Planning with

two hybrid
approaches

* Natural-language PDDL
description of available Pre-trained > Parameters:
actions or skills _— LiMe € —— — — — — — — 3

* Description of the = e Preconditions:
domain Validation Tool for PDDL: brief

but readable error messages to Effects:
capture syntax errors
Pre-trained .
PDDL LLMs LLMs translate PDDL Domain
Parameters: Corrections into natural language Experts
to PDDL iddle la .

e as a middle layer or To capture

Preconditions: . P

interface between < factual errors like

EffectS' PDDL and sources Feedback in natural missing

: @ of natural-language language preconditions or
feedback incorrect effects
Prompting <—  Feedback information
such as unmet
Goals Domain preconditions
& - Independent - Plans A
PDDL Planner
@ (e.g., Fast Downward) Pre-trained Goals
X % — Plans —» &
LLMs

Option 1: Classical planner with LLM-acquired
PDDL model

PDDL

Option 2: LLM modulo planner back-prompted
by VAL using LLM-acquired PDDL model

Guan et al NeurIPS 2023



NL2PDDL

Original NL Domain Reconstructed
PDDL Domain Description == PDDL Domain
~
~
~
~
~ « Associated Problem
Files

l

» Top-k Planner <

Automated
v 'l' Evaluation
: Top-k Plans in
c;rr? p:;rgg;;nn Reconstructed
. | Domain

v v

Equivalence Check —>1 Quality ':)

Oswald et al ICAPS 2024

UoSC, Sept 26th 2025



NL2PDDL
Frror/Result Classes

— Syntax Error: The model produced syntactically invalid PDDL.

— Semantic Error: The model produced syntactically valid PDDL, but the PDDL
doesn’t iIntegrate with the intended problems due to type mismatches, wrong
number of parameters to predicates/actions, etc.

— Different Domain: The model produced syntactically valid PDDL that integrates
with the original domain, but the underlying domains are ditferent because they
produce different plans for the same problem.

— (Heuristically) Equivalent Domain: The model produced syntactically valid PDDL
that integrates with the desired domain. Plans from the original domain can be
applied in the new domain and vice versa.

UoSC, Sept 26th 2025



starcoder llama-2-7b llama-2-7b-chat llama-2-13b llama-2-13b-chat llama-2-70b llama-2-70b-chat

6 K . g 6
% /o /0
%
’ & % % % 2 %

I Syntax Error 0 Semantic Error Diff Domain

- Equiv Domain

70 7 —@
) 60 - o
» Blocksworld : 5 preds 4 actions
» Depot : 6 preds 5 actions 20° U
m -
» Forest : 5 preds 2 actions G40
c
- - s —_ i
» Logistics : 3 preds 6 actions 304
» Miconic : 6 preds 4 actions 2o
» TrapNewspapers : 7 preds 3 actions
10 -
» Heavy-pack* : 5 preds 2 actions
.g g . 0 -
» Trackbuilding® : 4 preds 3 actions . . . . . . .
o ) o 10 20 30 40 50 60 70
*. Domain is not ptesent in tralmng data. LLaMA Parameter Count (Billions)
—&— Syntax Error-base ~—— Diff Domain-base
~®~- Syntax Error-chat ~¢ - Diff Domain-chat
—&— Semantic Error-base  —— Equiv Domain-base
~® - Semantic Error-chat ~¢ - Equiv Domain-chat

UoSC, Sept 26th 2025



NL2PDDL

Call to LILM

UoSC, Sept 26th 2025

P
Uniformly Sampled
Context Examples

from Other Domains
\

Original NL Domain NL Predicate
PDDL Domain Description Descriptions

{ NL Action Schema

Description #1

p
Uniformly Sampled
Context Examples

from Other Domains
N

NL Predicate
Descriptions

NL Action Schema
Descriptions #n

~

J

~

J

:

:

:

:

—»  First LLM Call 4},

Reconstructed
Action #1

—> nth LLM Call 4),

Reconstructed
Action #n

:

:

:

Reconstructed
PDDL Domain




NL2PDDL
Prompt Variants

» Base: “The action 'unstack’ will have a hand unstack a block
x from a block y.”

» Flipped: “The action 'unstack’ will have a hand unstack a
block x from a block y, if the block x is clear, x is on y, and
the hand is empty.”

» Random: “The action 'unstack’ will have a hand unstack a
block x from a block y, if the hand is empty and x is on .
After the action, y should be clear.”

UoSC, Sept 26th 2025



NL2PDDL
Prompt Variants

starcoder llama-2-7b lama-2-7b-chat lama-2-13b llama-2-13b-chat lama-2-70b lama-2-70b-chat
o 0, 6
-
: : :
g %
%
. '
©
@
o
= % %
- 2
%
’ 6
Q
v
A , %
%

- Syntax Error " Semantic Error ~ Diff Domain = Equiv Domain *  Bestin Class

UoSC, Sept 26th 2025



NL2PDDL
Sample Prompt

Instruction Task

Given a description of an action in some domain, convert it to Allowed Predicates:

Planning Domain Definition Language (PDDL) action. You may (at ?x - locatable ?y - place) : the locatable x is at some
only use the allowed predicates provided for each action. place .

{Remaining Predicates for Task}

Context

Allowed Predicates: Input:

(agent-at ?loc - location) : the agent is at the location loc. The action, "Unload" will use a hoist to unload a crate from
{Remaining Predicates for context example 1} a truck at a place.

Input:

The action, "build-track” will build track at a location. PDDL Action:

PDDL Action:

(:action build-track
‘parameters (?loc - location)
‘precondition (agent-at ?loc)
.effect (and (has-track ?loc))

)

{2 Other Context Examples from different domains}

UoSC, Sept 26th 2025



Benchmarking and Evaluation



ACPBENCH

Next Action |_ Ferr|ySt| CS

L andmarks
Justification DGPOS\X/a pcanpper

Achon Reaghebify CAlfWorld
Reachab|l|ty B[ocké‘,\jt/or

Progression A
Validatio Qi artgdtre\er

8 reasoning tasks 13 Domains’

*
can add more domains in a day



® |Invalid Action Dead Loop
Action

Applicability

GPT-4-Turbo
Xie et al. TravelPlanner

"id": 2606453784296512791,

"group”: "applicable_actions_bool",
"context": "This is a ferry domain, where the task is to transport cars from their
start to their goal locations, using a ferry. Each location is accessible by ferry
from each other location. The cars can be debarked or boarded, and the ferry can

carry only one car at a time. There are 3 locations and 10 cars, numbered
consecutively. Currently, the ferry 1is at 11, with the car c2 on board. The cars

are at locations as follows: c6, c3, and c@ are at 12; c4, c9, and c7 are at 10;
cl, ¢c8, and c5 are at 11.",

"question': "Is the following action applicable in this state: debark the car c2
from the ferry to location 117"

UoSC, Sept 26th 2025



’h'aéking Shuffled Objectsv

Suzgun et al adl
Progression | 20|
BigBenchHard < CoT
}; 60 |-
g 40 | No
&’ CoT
1

"id": 2142145895175892935,

"group": "progression_bool",
"context": "This 1is a ferry domain
start to their goal locations, usi
from each other location. The cars

carry only one car at a time. The
consecutively. Currently, the fer

at locations as follows: ¢9, c4, a
11; ¢3 and c5 are at 12.",

"question”: "Will the fact \"The f
\"embark the car c® at location 11
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Reachabi[ity id": -3047022720995966296,

group”: "reachable_atom_bool",

context": "This is a ferry domain, where the task is to transport cars from the:
tart to their goal locations, using a ferry. Each location is accessible by feri
rom each other location. The cars can be debarked or boarded, and the ferry can
arry only one car at a time. There are 5 locations and 3 cars, numbered
onsecutively. Currently, the ferry is at 10, with the car cl on board. The cars
re at locations as follows: c@ and c2 are at 13.",

question”: "Is it possible to transition to a state where the following holds:
erry is empty and The ferry is at 12 location?"

Input: 491013
' €O G Gh D Gh G Gh b EB G &b B B &= -
I A |
o Y T |
== =%
,,,,, 10-4=6 | 4+9=13 "choices": {
(lefe6913) | (lef101313) |

_____ "text": |

*”’//////I\\\\\\\\* "Car ¢29 is on board the ferry and The ferry is empty",

"Car c30 is at location c36",
13-6=7 13-9=4 ... "The ferry is at 13 location",

e o "The ferry is at c¢30 location and Car c2 is at location 11"
,//””’/T\\‘\\\\\‘ , ],
4+6=10 4*6=24 ImpOSSIble "label": [
(left: 10) (left: 24) to reaCh 24 uAu'
| "g"
e
np
J
Yao et al. Tree of Thoughts }s

"query": "Which fact is reachable from this state?"
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Dataset l PlanBench | AutoPlanBench | TRAC | ARB | ACPBench | ACPBench Hard
# Tasks N 1 4 6 7 )
# Domains 3 (+vanants) 13 1 8 13 13
NL templates v X v v v v
Evaluation | 3R ' ~ = |~ LM | e ~

Question Format
Generative | v v X v X v
Boolean X b v v v X
MCQ X X X X v X
Tasks

Applicability X X v v v v
Progression v X v v v v
Reachability X X X X v v
Action Reachability X X X X v v
Validation v * v ~ v v
Justification X b X by v v
Landmark X ps X pos v v
Next Action X b X X X v

l

Table 4: Comparison of ACPBench-hard with existing Planning Benchmarks. Evaluations are either
using string matching ( ), symbolic tools ( #$), or using another LLM ( LLM ).

Valmeekam et al. NeurIPS 23, Stein et al. 23, He et al. ACL 23, Handa et al. 2025
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Model Applicability | Progression | Reachability | Validation |Action Reach.| Justification | Landmark Mean
Bool MCQ| Bool MCQ| Bool MCQ| Bool MCQ| Bool MCQ| Bool MCQ| Bool MCQ| Bool MCQ
Phi-3 128K 66.15 33.08| 68.46 53.85| 52.31 26.15| 50.77 19.23| 53.33 32.50| 49.23 33.85| 49.23 46.92| 55.53 34.75
Gemma 7B 63.23 28.62| 64.92 31.08| 53.08 23.08| 46.92 20.0| 55.67 34.50| 50.77 36.46| 27.54 30.31| 51.80 28.93
Mistral 7B 61.54 32.31| 73.08 38.46| 53.08 28.46| 47.85 17.69(65.00 19.17| 48.46 30.00| 35.38 33.08| 55.00 28.67
Mistral 1. 7B 63.08 31.54| 61.54 46.92| 61.54 33.08| 52.15 36.15| 45.83 34.17| 43.08 29.23| 57.69 50.77| 55.45 37.30
Granite C. 8B 59.23 32.31| 70.00 34.31| 52.31 24.31| 44.15 17.08| 57.50 25.83| 46.92 34.62| 37.23 35.38| 53.09 29.21
Granite 3.0 8B 72.31 26.92| 73.08 53.85| 53.08 24.62| 53.08 20.00| 45.83 30.83| 49.23 34.62| 42.31 34.62| 55.56 32.21
Granite 3.01. 8B | 76.92 30.00| 73.85 57.69| 53.08 36.92| 55.38 34.62| 58.33 44.17| 70.77 31.54| 51.54 43.08| 62.84 39.72
LLAMA-3 8B 72.92 49.23| 73.08 56.00| 55.23 41.08| 51.54 49.23| 63.50 36.67| 57.54 32.31| 56.92 43.85| 61.53 44.05
LILAMA-3.18B | 65.38 56.92| 63.85 47.69| 53.08 33.85| 60.00 37.69| 42.50 28.33| 46.92 45.38| 33.85 40.00| 51.46 41.52
Mixtral 8x7B 75.85 57.69| 74.00 61.38| 76.00 40.00| 65.69 34.77| 52.83 55.00| 55.38 51.38| 59.54 60.00| 65.53 51.44
Codestral 22B 84.62 39.23| 83.85 51.94| 54.62 28.46| 66.15 24.62| 53.33 38.33| 67.69 62.31| 59.23 42.31| 67.40 40.97
Mixtral 8x22B 80.77 37.69| 72.31 54.62| 50.00 42.62| 37.69 16.92| 58.50 27.83| 43.08 44.62| 44.77 45.23| 55.63 39.25
Deepseek I. 33B | 70.77 37.23| 68.46 46.31| 53.08 31.69| 51.54 37.69| 50.00 27.50| 46.92 26.15| 62.31 39.23| 57.58 35.11
LLAMA C.34B | 80.77 42.31| 73.08 43.85| 53.08 25.69| 50.15 28.46| 53.17 33.33| 55.38 35.38| 46.92 40.62| 59.02 35.71
LLAMA-2 70B 78.46 24.62| 71.54 36.77| 53.08 26.92| 51.38 16.15| 60.83 22.00| 49.23 55.54| 24.46 26.00| 55.72 29.71
LLAMAC.70B | 74.77 36.15| 54.77 52.92| 48.62 23.69| 40.0 17.69| 49.67 28.83| 46.92 31.54| 37.08 42.31| 50.90 32.87
LLAMA-3 70B 90.77 82.31| 93.08 86.15(87.6982.31|78.62 56.62| 60.50 63.00| 62.31 85.38| 78.15 64.77| 78.71 74.30
LLAMA-3.170B | 93.08 84.31| 89.85 86.77| 61.38 54.92| 66.15 46.62| 63.00 58.00| 56.92 68.46| 34.62 69.23| 66.67 66.94
LLAMA-3.1405B| 95.38 86.92| 93.0893.85| 59.23 80.77| 77.2362.92|65.00 65.00(90.0086.92| 83.08 65.38| 80.4977.42
GPT-40 Mini 90.77 73.85|95.38 79.23| 80.77 39.23| 67.69 46.15| 54.17 21.67| 77.69 70.00| 76.92 67.69| 77.74 56.50
GPT-40 96.9289.23| 94.62 90.00| 79.23 76.92| 61.54 53.85| 57.50 52.50| 88.46 80.77|95.3879.23 |81.84 74.97

Table 2: Accuracy of 21 LLMs, (I)nstruct and (C)ode models, on 7 ACPBench tasks (boolean and multi-choice). The best results
are boldfaced, second best are underlined, and the best among the small, open-sourced models are double underlined. All
models were evaluated with two in-context examples and COT prompt. The right-most column is mean across tasks.
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Planning Benchmark Desiderata

. It should have a precise yet concise natural language description, including
Initial state, goal, and task dynamics.

. The problem should be sequential in nature, the order in which the actions

need to be performed should matter.

. It should have a well defined action and state space.

. The problem should be of a non-trivial complexity.

. Must have sound validators for candidate solutions.

. It should have a large instance space and a dynamic generation procedure,

thus allowing for the avoidance of memorization concerns.
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Game of 24
Input: 4 numbers, Target: 24, Operations: [+, -,/, *]

Count Down
Input: set of x numbers, Target: y, Operations: [+, -,/, *]

Katz, Kokel and Sreedharan 2025
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Figure 3: The accuracy of ENHSP and accuracy @5 of © 400.
AutoToS with different language models for the Count- ©
down problem. S
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Figure 6: The average number of calls made to language

models by the ToT approach with various language mod-

els.
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Figure 7: Accuracy @5 of various language
models using the Tree of Thought (ToT) ap-
proach, comparing the 24Game dataset to in-
stances of the same size (4) from our dataset.
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INTERNSHIP
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< Back to search results

RS: Toward Autonomous Data Management with FMs
and AI Agents Intern 2026

Yorktown Heights, San Jose, Cambridge, Albany, New York, Massachusetts, California,
United States IBM Research AI Internship ﬂﬂ

Apply now

Introduction

IBM Research takes responsibility for technology and its role in society. Working in IBM Research means
you'll join a team who invent what's next in computing, always choosing the big, urgent and mind-bending
work that endures and shapes generations. Our passion for discovery, and excitement for defining the
future of tech, is what builds our strong culture around solving problems for clients and seeing the real
world impact that you can make.

IBM's product and technology landscape includes Research, Software, and Infrastructure. Entering this
domain positions you at the heart of IBM, where growth and innovation thrive.

Your role and responsibilities

We are looking for a talented and highly motivated intern to help advance our efforts in building
autonomous data management systems. The work will include using foundation models (FMs) and Al
agents for tasks such as data discovery, knowledge representation, data access and retrieval with querying,
and automated data-driven insights. This is the core of the role: turning FMs and Al agents into dependable
partners for real data work across modern data stacks.

Our focus is on research and development for data workflow orchestration — taking natural language all the
way to trusted insights across multiple tools and functions. This includes step-by-step planning and
reasoning for complex data workflows, developing low-computational-cost inference techniques so FMs
and Al agents can efficiently automate or assist users on data tasks, and advancing trustworthy data
agents where gauging factuality, faithfulness, and transparency of outputs over structured and
unstructured data is critical. In this context, uncertainty quantification and mitigation, along with improved
planning and reasoning, play a central role, providing useful tools to strengthen user confidence, manage
model error propagation, and enable uncertainty-aware post-training. Together, these efforts make agentic
solutions more efficient, accurate, and trustworthy.

LinkedIn: Harsha Kokel
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