
FEW-SHOT LEARNING WITH 
GRAPH NEURAL NETWORKS

Victor Garcia, Joan Bruna ICLR 2018

Presented by – Harsha Kokel, Zelun Kong
in CS7301

https://personal.utdallas.edu/~fxc190007/courses/20S-7301/


Problem

■ q-shot K-way classification



Idea

■ Present images as fully connected graph
– Images as nodes
– Similarity as edges



Dataset

* Ignore unsupervised samples for now, 
They will be used for semi-supervised and 
active learning setting

*

For  q-shot K-way classification
r = 0, t = 1 and s = qK,



Objective

For  q-shot K-way classification
Cross entropy loss with t=1, 



Nodes - embeddingNodes - embedding



Edge – distance metric



Proposed model



Proposed model



Proposed model



Siamese Neural Network for one-shot
Koch, Zemel & Salakhutdinov (2015)



Siamese Neural Network for one-shot
Koch, Zemel & Salakhutdinov (2015)



Matching Network
Vinyals et al., 2016



• matching networks consider attention mechanisms of the form                            , where         is the 
encoding function for the elements of the support set, obtained with bidirectional LSTMs –
independently of the target image

• the label and image fields are treated separately throughout the model, with a final step that 
aggregates linearly the labels using a trained kernel

Matching Network
Vinyals et al., 2016



Prototypical Network
Snell, Swersky & Zemel, 2017

distance = squared euclidean distance



Prototypical Network
Snell, Swersky & Zemel, 2017

q is the number of examples per class



Semi-supervised

http://pages.cs.wisc.edu/~jerryzhu/pub/sslicml07.pdf



Semi-supervised

■ r  >  0    and  t = 1

■ Same as few shot

■ ℎ ℓ : Uniform distribution for all  #𝑥!, . . #𝑥"



Active Learning

https://gkunapuli.github.io/files/cs6375/06-SupportVectorMachines.pdf



Active Learning

query

https://gkunapuli.github.io/files/cs6375/06-SupportVectorMachines.pdf



Active Learning

■ r > 0  and t = 1

■ Can query label for #𝑥!, . . #𝑥" after 1st layer of GNN using softmax attention node

■ Random sampling based on attention multinomial probability is used to choose the 
queried label during training. Argmax is used at the test time.

■ Intuition: The network will learn to ask for the most informative label in order to 
classify the target sample.



Experiments
Omniglot: Few shot Learning

■ The TCML approach from Mishra et al. (2017) is in the same confidence interval for 
3 out of 4 experiments, but it is slightly better for the 20-Way 5-shot, although the 
number of parameters is reduced from ~ 5M (TCML) to ~300K (3 layers GNN).



Experiments

■ Our metric learning + KNN – no aggregation of nodes

■ the TCML architecture in Mini-Imagenet, the number of parameters is reduced from 
11M (TCML) to 400K (3 layers GNN).

Mini-Imagenet: Few shot Learning



Experiments

■ labeled samples are balanced among classes

■ In 5-Way 5-shot 20%-labeled setting, the GNN receives as input 1 labeled sample per 
class and 4 unlabeled samples per class, where as ”Trained only with labeled” is 
equivalent to the 5-way 1-shot learning 

Mini-Imagenet: semi-supervised Learning



Experiments

■ GNN-AL queries sample for label by Active Learning, GNN – Random queries sample 
randomly.

■ 20% of the samples are labeled

Omniglot Mini-Imagenet

Active learning



THANKS 



Omniglot



Mini-Imagenet


